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ABSTRACT: Intermittent transitions between turbulent and nonturbulent states are ubiquitous in the stable atmospheric
surface layer (ASL). Data from two field experiments in Utqiaġvik, Alaska, and from direct numerical simulations are
used to probe these state transitions so as to (i) identify statistical metrics for the detection of intermittency, (ii) probe the
physical origin of turbulent bursts, and (iii) quantify intermittency effects on overall fluxes and their representation in
closure models. The analyses reveal three turbulence regimes, two of which correspond to weakly turbulent periods accom-
panied by intermittent behavior (regime 1: intermittent; regime 2: transitional), while the third is associated with a fully tur-
bulent flow. Based on time series of the turbulence kinetic energy (TKE), two nondimensional parameters are proposed to
diagnostically categorize the ASL state into these regimes; the first characterizes the weakest turbulence state, while the second
describes the range of turbulence variability. The origins of intermittent turbulence activity are then investigated based on the
TKE budget over the identified bursts. While the quantitative results depend on the height, the analyses indicate that these
bursts are predominantly advected by the mean flow, produced locally by mechanical shear, or lofted from lower levels by tur-
bulent ejections. Finally, a new flux model is proposed using the vertical velocity variance in combination with different mixing
length scales. The model provides improved representation (correlation coefficients with observations of 0.61 for sensible heat
and 0.94 for momentum) compared to Monin–Obukhov similarity (correlation coefficients of 0.0047 for sensible heat and 0.49
for momentum), thus opening new pathways for improved parameterizations in coarse atmospheric models.

SIGNIFICANCE STATEMENT: Airflow in the lowest layer of the atmosphere is often modulated by a strong gradi-
ent of temperature when the surface is much cooler than the air. Such a regime results in weak turbulence and mixing,
and is ubiquitous during nighttime and in polar regions. Understanding and modeling atmospheric flow and turbulence
under such conditions are further complicated by “turbulence intermittency,” which manifests as periods of strong tur-
bulent activity interspersed in a more quiescent airflow. The turbulent periods dominate the air–surface exchanges
even when they occur over a small fraction of the time. This paper develops approaches to detect and classify such
intermittent regimes, examines how the turbulent bursts are generated and advected, and offers guidance on represent-
ing such regimes in geophysical models. The findings have the potential to advance weather forecasting and climate
modeling, particularly in the all-important polar regions.
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1. Introduction

A stable atmospheric surface layer (ASL) develops when the
surface is cooler than the air aloft, a condition widely observed
during nighttime and more consequentially during polar winters
with low insolation. The urge to elucidate the physics of surface–
atmosphere exchanges in the stable polar ASL, and how best to
model them, is underscored by polar amplification: polar regions
have experienced the most rapid rate of environmental change
over the past decade (Richter-Menge et al. 2017; Wendisch
et al. 2017).

The structure of the stable ASL is determined by the inter-
play between static stability of the air and shear generation of

turbulence kinetic energy (TKE). When the latter dominates,
the ASL is generally described as weakly stable, whereas
when the former dominates, it is described as strongly stable
(Mahrt 1998, 1999; Stull 2008). A specific challenge for physi-
cal understanding and modeling is posed by the intermittent
turbulence dynamics observed in the strongly stable regime
(Fernando and Weil 2010). During such intermittent periods,
turbulence observed by a fixed sensor becomes statistically
unsteady as the balance between shear production and buoy-
ant and viscous destructions varies in time (Mahrt et al. 2013;
Shah and Bou-Zeid 2014, 2019; Katul et al. 2014; Mahrt and
Bou-Zeid 2020). The corresponding spatial patterns reveal
patches of turbulence interspersed in a quiescent flow
(Ansorge and Mellado 2016). These bursting turbulent
patches and periods may produce a disproportionate fractionCorresponding author: Elie Bou-Zeid, ebouzeid@princeton.edu
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of the surface–atmosphere fluxes, as hypothesized by Nappo
(1991), and are consequential for a range of practical applica-
tions including electromagnetic wave propagation (Wyngaard
et al. 2001), air quality forecasting and atmospheric chemistry
(Strong et al. 2002; Weil 2011), wind profile classification
(Muschinski and Sullivan 2013), and weather and climate
modeling (Svensson and Holtslag 2009; Sorbjan 2010; Huang
and Bou-Zeid 2013; Huang et al. 2013).

Classic similarity approaches are mostly found adequate
under weakly stable conditions: e.g., the Monin–Obukhov
similarity theory (MOST) tested among others by Persson
(2003), the local similarity theory proposed by Nieuwstadt
(1984), or the theory based on the Dougherty–Ozmidov
length scale proposed by Grachev et al. (2014). These similar-
ity theories, however, often fail in the intermittent strongly
stable ASL (Fernando and Weil 2010; Mahrt et al. 2013),
characterized by aperiodic temporal and spatial transitions
between turbulent and quasi-laminar states in which turbulence
is locally damped at all scales (Mahrt 1999). We refer to this
type of intermittency here as “local” intermittency. It is con-
ceptually related to the global intermittency defined and stud-
ied by Mahrt (1999) and Ansorge and Mellado (2014, 2016),
but we label it “local” to underline its limited spatiotemporal
extent. However, it is distinct from the internal fine-scale dissi-
pation intermittency (Pope 2000). Many open questions remain
on the detection and classification of “local” intermittency, the
physical origins of the turbulent bursts that break the quies-
cence of the flow, and how to parameterize the impact of these
intermittent dynamics on the mean flow and fluxes. These
questions frame the research objectives of the present paper.

Classification and detection of locally intermittent turbu-
lence has been approached from various perspectives in the
literature of stable ASLs. Most studies tend to identify three
regimes, corresponding to those identified by Mahrt (1998)
based on heat fluxes as a function of atmospheric stability
(weakly stable, transitionally stable, and very stable). For
example, Van de Wiel et al. (2003) also suggest three regimes
broadly corresponding to those of Mahrt: the turbulent, inter-
mittent, and radiative regimes. A practical question is then
what describes the onset of, or transitions in between, these
different turbulence states. Recently, the hockey-stick transi-
tion (HOST) was proposed as an operational method for
delineating the three regimes based on the discriminating cri-
terion of threshold values of the mean wind speed at a given
level: weak turbulence regime (1) if the mean wind is less
than a certain threshold value at that height, strong turbu-
lence regime (3) if the mean wind exceeds the threshold, and
moderate turbulence regime (2) when the turbulence strength
oscillates between regimes 1 and 3 as the mean wind fluctu-
ates across its threshold value (Sun et al. 2012). While the
wind speed criterion threshold remains useful (Lan et al.
2019), it may not offer a universal classification since it is a
dimensional quantity. Furthermore, even single nondimen-
sional indicators, such as the gradient Richardson number,
may lead to locally misleading classification of stability
regimes (Vercauteren et al. 2019). The need for two dimen-
sionless parameters was thus recently suggested to broadly
capture the collapse of turbulence in a stratified plane

Couette flow (Van Hooijdonk et al. 2018). This motivates the
first part of the analysis (section 3), where we seek to answer
the following question: What nondimensional statistical indi-
cators could be used to detect and characterize intermittency?

Once the periods that display intermittency are identified,
one can then focus on the detection and analysis of the turbu-
lent bursts, which have been characterized by lifetimes that
can extend up to 20 min (Nappo 1991). A primary focus of
previous research has been on the triggering mechanisms that
generate TKE in a predominantly quiescent very stable ASL
flow, and whether these triggers are external or internal.
External disturbances that can generate turbulence include
mesoscale phenomena such as large-scale shear instabilities,
gravity waves, submeso fluctuations and low-level jets (LLJs)
(Sun et al. 2002, 2004; Banta et al. 2007; Cuxart et al. 2007;
Cava et al. 2019), horizontal meandering of the mean flow
(Anfossi et al. 2005), or even passage of clouds inducing radia-
tive perturbations (Cava et al. 2004). With these external
mechanisms, downward transport of turbulence from upper-
level instabilities toward the surface (top-down) is favored
over, or at least as likely as, near-surface production. On the
other hand, internal triggering mechanisms could stimulate
such bursting events due to enhanced shear near the surface
(Durst 1933), due to internal interactions between turbulent
mixing and the mean shear (Pardyjak et al. 2002; Fernando
2005) that may be of cyclic nature (Van der Linden et al.
2020), or due to the ability of turbulence to store turbulent
potential energy and redistribute it to TKE (Ayet et al. 2020).
Recent direct numerical simulations (DNS) of the stratified
planetary boundary layer also reveal that truly global inter-
mittency, where the turbulence is severely damped (but not
completely) everywhere in the domain of interest, is a phe-
nomenon inherent to the stable ASL (Ansorge and Mellado
2014, 2016; Shah and Bou-Zeid 2014, 2019). These studies
indicate that turbulence regeneration can spontaneously occur
in the flow (Rorai et al. 2014), probably from the growth of the
weak perturbations that persist, and does not require any exter-
nal large-scale triggering mechanisms. Such internal mecha-
nisms, either with local or global intermittency, would be
expected to originate near the wall and would hence favor
upward transport from lower-level instabilities (bottom-up).
Both external and internal mechanisms might act simulta-
neously, with bursting events occurring over a range of temporal
and spatial scales, which has hindered the ability to define the
controlling mechanisms or processes behind the genesis of these
bursts (Coulter and Doran 2002). This challenge motivates the
second question of this paper discussed in sections 4 and 5:
What are the origins of the turbulent bursts that enhance mixing
and transport under intermittent and transitional regimes?

Finally, with these bursts identified and characterized, one
may attempt to improve turbulence closure models for the
highly stable intermittent periods using the uncovered phys-
ics. The turbulence closure literature is vast (see a recent
review in Durbin 2018), and the specificities and details on
how to include these closures in atmospheric numerical mod-
els are intricate (Stensrud 2007). But there is ample evidence
that unsteady conditions pose particular challenges to classical
closures in stable regimes (e.g., Huang et al. 2013), and
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intermittently turbulent flow states, displaying variability at
multiple time scales, would further exacerbate this challenge.
Thus, the final motivating question addressed in section 6 is,
How can vertical fluxes across all regimes of stratified turbu-
lence be modeled in a framework commensurate with com-
plexity to existing closure schemes?

This work seeks to elucidate some of the complex physics
of intermittently turbulent flows in the strongly stable ASL.
Episodes of intermittent turbulence are detected by a com-
bination of two dimensionless parameters that characterize
the temporal variability of TKE, and thus measure the
degree of departure of the flow from canonical fully devel-
oped turbulence (section 3). Flow structures within these
regimes are then examined (section 4), and localized turbu-
lent bursts in the weakly turbulent periods are identified
and their origins are investigated (section 5). Finally, new
closure models for periods in all regimes are proposed and
tested (section 6), and conclusions are drawn (section 7).
For completeness, an overview of the data and methods is
featured first.

2. Data and methodology

a. Field experiments and analyses

Two field studies were undertaken in Utqiaġvik (Barrow),
Alaska, to investigate atmospheric turbulence in the ASL.
Observations from these two periods B09: OASIS 2009 (Staebler
et al. 2009; Perrie et al. 2012; Bottenheim et al. 2013), and B16:
Photochemical Halogen and Ozone Exchange: a Meteorological
Experiment on Layered Turbulence 2016 (PHOXMELT 2016;

Ruiz-Plancarte et al. 2016) are analyzed. Three-dimensional
velocity and (sonic virtual) temperature measurements
(u, y, w, and Ts ≈ Ty, where Ty is the true virtual temperature)
were recorded. The first campaign “Utqiaġvik OASIS” col-
lected measurements between 6 March and 15 April 2009 at
Utqiaġvik (71.323 888N, 156.662 668W). Four sonic anemome-
ters were mounted on a 10-m tall tower, 29 m southeast of one
of the OASIS instruments trailers (Fig. 1, left). The lowest
anemometer (model TR90-AH, Kaijo Denki, Japan) was
placed at 0.58 m above the snowpack, had a 5-cm pathlength,
and provided data at a frequency of 20 Hz. The other three
sonic anemometers (model CSAT3, Campbell Scientific Inc.,
Logan, Utah) were placed at 1.8, 3.2, and 6.2 m above the
snowpack, had 10-cm pathlengths, and provided data at a fre-
quency of 10 Hz. Anemometers were mounted on booms fac-
ing the prevailing wind direction (608 from true north). The
second dataset from “Utqiaġvik PHOXMELT” includes sonic
anemometer measurements at 8 levels (0.5, 1.3, 2.0, 4.0, 5.7,
7.7, 9.7, and 11.6 m) collected at 71.275198N, 156.640 008W,
4 km ESE of Utqiaġvik from 5 March 2016 to 15 May 2017
(Fig. 1, right). The instruments used were all CSAT3 anemom-
eters recoding at a frequency of 10 Hz.

The analyzed data were subjected to linear detrending and
despiking: data were separated into running windows of 5 min
each, and if the deviation of any instantaneous data point
(10- or 20-Hz raw data) from the mean exceeded 6 times the
corresponding standard deviation in that window, all four
data variables (u, y, w, and Ts) corresponding to that time
stamp were removed and replaced with NaNs so they would
not affect the statistics. We applied double rotation of wind
components based on 15-min time averages, the same period

FIG. 1. Photos of the eddy covariance towers (left) B09 (Utqiaġvik OASIS Field Campaign 2009)
and (right) B16 (Utqiaġvik PHOXMELT Field Campaign 2016).
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used for Reynolds time averaging throughout. Longer periods
up to 30 min were tested, but the results were weakly sensitive
to this choice. While longer periods would offer better statisti-
cal convergence, they would also result in stronger uncertain-
ties in the statistics with contributions from nonturbulent
(submeso and other) motions (Mahrt and Bou-Zeid 2020).
Another rationale for choosing 15 min is to prevent multiple
shifts among the three turbulence regimes within a single
averaging period. Periods characterized by winds blowing
from the back of the tower were removed (negative u before
coordinate rotation). When blowing snow or riming is pre-
sent, the transducers of the sonic anemometers trigger error
flags and the data quality drops; periods with such flags were
omitted.

The local gradients of selected first-, second-, and third-
order Reynolds-averaged moments at each level were calcu-
lated from the corresponding profiles that were locally fitted
to a second-order polynomial. The number of sonic ane-
mometers used in each gradient computation is dynamically
chosen such as to mimic centered spatial differencing when-
ever possible with third-order accuracy (for lowest and high-
est sonics, second-order one-sided differences had to be
used). Only periods characterized by negative heat flux and
positive mean temperature gradient (i.e., statically stable)
were analyzed. These periods span a wide range of days to
avoid biasing for a unique synoptic pattern that might con-
trol the flow physics. In addition, days marked by drainage
flows due to potential katabatic winds were identified (dou-
ble peak velocity profiles) and removed from the analyses.
A total time span of around 120 h (i.e., 480 3 15-min periods)
from both field campaigns met the described criteria and is used
in the subsequent analyses.

b. DNS data and analyses

The DNS data are from simulations of a turbulent Ekman
flow. Navier–Stokes equations with corresponding boundary
conditions are solved for an incompressible fluid under the
Boussinesq approximation. A Dirichlet boundary condition is
imposed on the buoyancy field at the top and bottom of the
domain, while in the horizontal directions, periodic boundary
conditions are used. The frictional Reynolds number is
defined here as Re5GD=n 5 1000, where G is the geo-
strophic wind, D5

�������
2n=f

√
the depth of a laminar Ekman

layer, n the kinematic viscosity, and f the Coriolis parameter.
All output variables are expressed in nondimensional form
where lengths and velocities are normalized by the Rossby
radius L 5 G/f and G, respectively. The physical setup
describes the Ekman layer that develops from the interaction
between a flow in geostrophic equilibrium with the no-slip
condition u 5 y 5 0 at z 5 0. Stable stratification is imposed
by a negative surface buoyancy Bwall 5 Bref. The original grid
contains 3072 3 6144 3 512 nodes in the streamwise, cross-
stream, and vertical directions, while the computational
domain has dimensions 1.08 3 1.08 3 0.258 L3. But for the
present paper, data are analyzed only over a subset domain
that contains five x–y horizontal planes (around z1 5 50 in
the log layer) spanning an isotropic 512 3 512 horizontal

grid. This covers 1/6 3 1/6 of the whole simulation plane. At
each grid point, a time series of 1250 time steps (250 samples
taken every fifth time step) of all variables was interrogated.
All gradients are computed based on finite differencing
using a five-point stencil (fourth-order accuracy). Further
details on the setup can be found in Ansorge and Mellado
(2014, 2016).

3. Intermittency detection and characterization in the
observational data

Time series of the instantaneous TKE, e5 (u′2 1 y′2 1 w′2)/2,
(Fig. 2), were first inspected visually to identify the regimes of
turbulence. Here, the prime of a variable represents a fluctua-
tion from its 15-min time average, which is taken as a surro-
gate for Reynolds averaging throughout the observational
analyses. The TKE of each period was plotted such that the
scale of the TKE axis (the y axis) is extended to comprise 25%
of the mean kinetic energy of the flow for this period, which
then serves as a reference for turbulence-to-mean kinetic
energy partitioning (akin to a turbulence intensity). These
visual classifications revealed three regimes, which are compa-
rable to the ones identified in the literature surveyed in the
introduction. In regime 1, we observed quiescent periods that
“look” more laminar-like than turbulent-like, and where tur-
bulent stresses and fluxes play a minor role (periods 0–200 and
430–800 s in Fig. 2a; we refer to them as quasi laminar). In
regime 2, turbulence is always present, but with low intensity
periods (for instance, 390–580 s in Fig. 2b where the flow is
more turbulent-like than laminar-like) intermingled with

FIG. 2. Illustrations of (top) an intermittent period in regime
1: [Iweak, CVe] 5 [0.04, 0.85]; (middle) a transitional period in
regime 2: [Iweak, CVe] 5 [0.06, 0.73]; and (bottom) a fully turbulent
period in regime 3: [Iweak, CVe] 5 [0.11, 0.69]. Data are selected
from the highest sonic anemometer level at 11.6 m from the B16
field campaign.
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periods of moderate intensity with canonical stable ASL tur-
bulence. Regime 3 is the classic fully turbulent flow where tur-
bulence intensity fluctuates but is never “weak” for extended
periods (Fig. 2c).

Going back to the quasi-laminar patches of regime 1, the tur-
bulent viscosity averaged over each patch was computed and
found to range between 1023 and 1024 m2 s21, which is still
larger than the molecular viscosity of air ≈1025 m2 s21. How-
ever, it is orders of magnitude smaller than in the fully turbulent
ASL and therefore, during such quasi-laminar episodes, the
instantaneous turbulent viscosity might decrease to become on
the order of the molecular one. This is the signature of transi-
tional flows (see, e.g., the American Meteorological Society’s
definition: http://glossary.ametsoc.org/wiki/Transitional_flow)
that switches back and forth between turbulent and laminar
regions and states. The flow never fully becomes laminar
though, leaving weak oscillations that can gradually (see
Fig. 2a) grow back into fully developed turbulence. There-
fore, the laminarizing patches are intermingled with turbu-
lent periods of low intensity, where turbulence significantly
modifies the mean flow. Similar transitions between laminar
and turbulent states are also documented by Narasimha and
Sreenivasan (1973) for wall bounded flows with a suddenly
imposed large favorable pressure gradient, which damps
turbulence.

To capture the physical distinctions between these three
regimes, we probed a large number of statistical turbulence
characteristics (e.g., kurtosis, skewness, anisotropy, bimodal-
ity coefficient, variance-to-mean ratio, and turbulence inten-
sity, among many others). We also tested the ability of the k-
means clustering algorithm (Lloyd 1982) to reproduce our
visual classification by providing it with the TKE time series
of our analyzed periods. The latter failed to flag out intermit-
tent periods despite succeeding to discriminate the fully tur-
bulent periods from the other two regimes (it might however
have succeeded if other statistics had been provided, not
tested here). The statistical indicators empirically found to
best flag out or delineate the different regimes, at any mea-
surement level, consist of two nondimensional parameters.
The first, Iweak, characterizes the weakest turbulence state,

while the second, CVe, describes the range of turbulence vari-
ability within the period.

More specifically, the first nondimensional parameter
(Iweak) is a direct measure of the weakest turbulence states
(taken over 10-s patches) within each 15-min window (popu-
lation of 90 data points). It is quantified as the ratio of the
square root of the first quartile Q1 of the 10-s box-averaged
(defined with angle brackets) TKE 〈e〉, over the bulk velocity
U of the 15-min time-averaged mean flow (denoted by an
overbar). This indicator can be written as

Iweak 5

�������
Q1 e〈 〉

√
U

: (1)

The second nondimensional parameter (CVe) is the coeffi-
cient of variation of 〈e〉 computed as the ratio of its standard
deviation, normalized by its mean, within each period’s
15-min record. It is a measure of global variability of turbu-
lence activity within that period:

CVe � s e〈 〉
e〈 〉 : (2)

Investigating each 15-min record at all sonic levels (similar
to Fig. 2) enabled us to set empirical thresholds [Iweak,crit,
CVe,crit] that can reasonably demarcate the different regimes
(Fig. 3). Periods characterized by Iweak , 0.05 and Iweak .

0.10 correspond to regime 1 “intermittent” and regime 3
“fully turbulent,” respectively, regardless of CVe. Periods
with 0.05 , Iweak,crit , 0.10 may belong to regime 1 or regime
2 “transitional,” depending on a threshold of CVe,crit (0.35 ,

CVe,crit , 0.5), as depicted in Fig. 3. These thresholds are
assigned based on the visual categorization of the periods that
was done before computation, and without consideration, of
the dimensionless parameters.

Periods with [Iweak, CVe] that lie near the regime interfaces
feature similar behavior regardless of which side of the inter-
face they lie on. This underscores that there is no clustering of
turbulence to well-defined states, but rather a continuous tran-
sition (Donda et al. 2015; Deusebio et al. 2015; Van der
Linden et al. 2020), and also makes the exact choice of

FIG. 3. Scatter of all 15-min periods’ statistical stamps in the three regimes based on [Iweak, CVe] parameters at differ-
ent heights. (left) B16 field campaign, and (right) B09 field campaign and DNS.
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thresholds for Iweak,crit, and CVe,crit less consequential (these
thresholds are thus not exact delimiters, but rather indicative
of the values around which the regimes are gradually transi-
tioning; they are not needed in the analyses of sections 4–6).
For example, some periods can behave as regime 1 early on,
and then switch to regime 2. Specifically, periods near the
slanted line demarcating regimes 1 and 2 may mimic the
moderately turbulent regime (back and forth between
regimes 1 and 2) defined by Sun et al. (2012). This line is
slanted because as Iweak (weakest turbulence state) intensi-
fies and approaches the critical value Iweak,trans 5 0.10 (the
boundary beyond which the fully turbulent regime 3 pre-
vails), smaller CVe (less variability) is sufficient to define
the period as transitional rather than intermittent (lower
variability is sufficient for continued turbulence activity if
the calmest periods are more energetic).

While Iweak and CVe are height dependent and in fact
encode height information (the higher the elevation the
weaker turbulence in general becomes) as revealed in Fig. 3,
the present analyses suggest that the same values of their
thresholds [Iweak,crit, CVe,crit] can be used for all sonic levels
(to concur with our visual classification), making this nondi-
mensional classification height independent (at least in the
present datasets). The exact thresholds, especially for the
Iweak,trans, could however be site dependent since the onset of
continuous turbulence might be aided by topography, hetero-
geneity, and surface roughness. Mapping the regimes defined
in Fig. 3 to the regimes identified by Sun et al. (2012) at all
levels reveals that regime 1 in our classification corresponds
to regime 1 “weakly turbulent regime” in Sun et al.’s defini-
tion, whereas their regime 2 “strongly turbulent regime”
maps to our regime 3. Using dimensional metrics based on
mean wind speed, such as those used in HOST, previous anal-
yses found a decrease of the threshold mean wind with
increasing roughness (Mahrt et al. 2013). The net radiation
and surface thermal characteristics, suggested by Van de Wiel
et al. (2012), might also affect the specified HOST mean wind
threshold. Mahrt et al. (2015) further identified the effect of
the vertical potential temperature difference, between the
level of the observation and the surface, on the mean thresh-
old wind speed and confirmed that the stratification will have
an impact on a dimensional wind shear metric. Other factors
such as site-dependent nonstationarity, directional wind shear
(Ghannam and Bou-Zeid 2020), or submeso motions may
introduce a site dependency for the relation between the
strength of turbulence and the mean flow in stable conditions
as well (Acevedo et al. 2013).

The two newly proposed dimensionless parameters are
devised to detect intermittency and classify the turbulence
regimes, rather than to predict them from synoptic and meso-
scale conditions and surface characteristics. Nevertheless,
confirming (or disproving) the universality or near-universal-
ity of the thresholds Iweak,crit and CVe,crit(Iweak) under a
broader range of synoptic and surface conditions requires fur-
ther support at other observational sites: the fact that the pro-
posed parameters are dimensionless is a necessary but not a
sufficient condition to confirm the wider applicability of this
classification based solely on these two numbers. The need for

a second discriminator in our method in the vicinity of regime
transitions further supports the findings of Van Hooijdonk
et al. (2018). It is also comparable to the classification of
Deusebio et al. (2015), who explored the boundary between
fully developed turbulence and intermittent flow in the
Reynolds–Richardson plane (with wall enstrophy as the met-
ric to identify laminar and turbulent patches).

Another feature to observe in Fig. 3 is that the distance
from the surface modulates the scatter of the data in the
[Iweak, CVe] phase space. Fully turbulent periods (character-
ized by mild stability, i.e., by weakly positive flux Richardson
numbers) dominate at the first level (Fig. 3), whereas inter-
mittent periods become more likely, and the data points shift
to the left, with increasing height. This is not surprising as
mechanical production of TKE scales with z21. It would be
of interest to couple the nondimensional classification here
to the approaches introduced by Vercauteren and Klein
(2015), who applied a statistical clustering methodology
based on a bounded variation finite element method
(FEM-BV) to characterize intermittent bursts of turbulence
and their interaction with submeso motions in the stable
ASL. Their clustering method separates periods with differ-
ent influence of the nonturbulent motions on the vertical
velocity fluctuations, and this might allow us to understand
which interactions dominate at different heights and in dif-
ferent regimes.

4. Flow structures within the different regimes

To investigate the topological differences of the flow struc-
tures in these regimes, a pseudocolor plot movie (see movies
through the link provided in appendix A) from the B16 tower
data was created at all levels, depicting the vertical velocity
perturbations and the kinematic heat flux. We identified
3 periods where the sonic anemometer time series at most
heights fell within one regime (with the aid of Fig. 3). To con-
struct these movies, we produce x–z vertical slices by invoking
Taylor’s frozen turbulence hypothesis at each height (with its
own mean velocity) and locating the tower in the middle of
the resulting domain (appendix A, data are normalized by
the standard deviations of vertical velocity and temperature
over the 15-min period). While the inaccuracy of Taylor’s
hypothesis creates some distortion in the coherent struc-
tures that one should be mindful of, well-defined flow struc-
tures can be detected in each regime as depicted in the
snapshots of Fig. 4.

In the intermittent period, the vertical fluctuations always
reveal consecutive strong dipoles, i.e., positive–negative pairs,
which could be associated with slow near surface waves or
hairpin-like vortices. These structures are fully confined
within the first 6 m, and the flow above that level is quiescent,
with no significant vertical perturbations. These repeated
changes in the sign of vertical velocity perturbations in the
lower part of the ASL have the potential of interacting with, or
even changing, the local stability (at a given height). The num-
ber, strength, and orientation of these dipoles, along with local
stability, will determine the rate at which these perturbations
grow or decay, or if they overturn and enhance mixing. These
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findings agree with those of Deusebio et al. (2015), who
concluded that in the high Reynolds number and high
Richardson number intermittent regimes turbulence is
confined vertically, with complex dynamics arising from
interacting turbulent layers. In the transitional periods,
similar dipoles are observed, but they establish themselves
across the whole height of the tower, with enhanced
heat transfer (see movies in appendix A). For the fully tur-
bulent period, we observe larger structures spanning the
whole domain depth. Such dynamics favor the fast and con-
tinuous overturning of the flow, preventing stratification.
One can also observe that shearing is minimal during
these periods where the flow is advected by nearly the same
mean wind speed at all levels, except very close to the
surface.

Some remarkable features that we should highlight in the
movies are the fast waves propagating during the intermittent
and transitional periods at higher levels, and that do not seem
to interact strongly with the turbulence beneath.

5. The origin of the turbulent bursts

With the [Iweak, CVe] framework for classifying regimes
established, the origin of each burst within each of those
periods is now analyzed. The aim is to understand their gen-
esis, and whether they are produced locally or advected
onto the sensor location.

a. Peaks detection algorithm

Since peak detection applied to the instantaneous observa-
tional data will result in multiple peaks within a burst’s life-
time due to the strong fluctuations of instantaneous TKE, we
apply a low-pass Gaussian filter to the 10-Hz TKE time series.

The time scale of the filter, tf, is determined dynamically such
that the retained and resolved turbulence carries at least 80%
of the total (unfiltered) TKE in each 15-min period. This
resulted in a tf # 5 s for all periods and all heights, and in a
dynamic value of tf that decreased at higher elevations. Peaks
are then detected in this filtered time series using a built-in
MATLAB function “findpeaks,” to which we provide the
minimum peak width (MINW 5 1 s) and offset/distance
between peaks (MPD 5 1 s). A sample output of this peak
detection is illustrated in Fig. 5. We should underline that the
filtered signal is only used for peak and burst detection. The
subsequent analyses over a burst revert to using the raw full
signal.

b. The genesis of the bursts

The origin of the bursts is investigated by quantifying/esti-
mating all the terms in the burst-averaged TKE budget equa-
tion (Stull 2008). This analysis is conducted only for the
periods belonging to regimes 1 and 2, where the TKE budget
is analyzed dynamically across all bursts. Specifically, we take
the averages during the period of turbulence buildup, i.e.,
from the start of the burst rise till burst peak, in all detected
events. These averages over burst-rise lifetime are denoted
with an overtilde, yielding
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The viscous transport and turbulence-mean stress gradient
interaction terms are ignored because they are much smaller
in magnitude than the other terms. This is later confirmed in
the analysis of DNS data. The pressure transport term could
not be calculated, as field pressure measurements at high fre-
quencies are not available. While it is usually found to be a
small contributor to the budget of the mean TKE in the sur-
face layer of neutral and mildly stable flows (Shah and
Bou-Zeid 2019), an objection can be raised here because a

FIG. 4. Pseudocolor plots of the normalized vertical turbulent
velocity component in x–z vertical planes for (top) intermittent,
(middle) transitional, and (bottom) turbulent periods, with the
(u′, w′) velocity vectors overlaid (B16 data). Mean velocity for
each 15-min period is from left to right.

FIG. 5. Peaks detection procedure: instantaneous TKE (solid
thin cyan), Gaussian-filtered TKE (solid thick red), TKE bursts’
peaks (blue crosses). A random period was chosen for illustration
from the sonic anemometer deployed at 0.5 m above the surface of
the B16 field campaign.
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filtered instantaneous, not mean budget, is being considered
and the pressure transport term may be locally large in
magnitude. This objection will indeed prove valid, as we
will discuss in the section analyzing DNS data. The stream-
wise (x) and cross-stream (y) gradients do not drop out
despite the fact that the surface is presumed homogeneous
because the aforementioned equation is a filtered instanta-
neous budget (except for the turbulence-mean stress gradi-
ent interaction because it involves mean stress gradients
that are zero in x and y due to homogeneity, and small in z,
as the DNS results later confirm). Terms involving vertical
gradients are computed based on fitting a second-order
polynomial as explained earlier.

The tendency, buoyant production/destruction, mechanical
shear production, and vertical turbulent transport are com-
puted directly from measurements. The x-horizontal turbu-
lent transport term can be estimated by invoking Taylor’s
frozen field hypothesis ̃x ≈2Ũ ̃t:

̃u′e
x

≈2
1

Ũ

̃u′e
̃t

: (4)

While the y-horizonal turbulent transport term could not be
computed since the cross-stream mean velocity is zero and we
do not have a lateral array of sensors, it is expected to be a
minor contributor to the budget since we rotate the time
series into the mean wind direction. The rate of TKE dissipa-
tion is estimated using the second-order structure function
(Du,u) evaluated with an appropriate dynamic value of the
time lag in the inertial subrange, « 5 0.3634r21[Du,u(r)]

3/2

(Chamecki et al. 2017), where r is also found by invoking
Taylor’s frozen field hypothesis. For each burst rise record,
r21[Du,u(r)]

3/2 is plotted versus the time lag, and a proper lag
(inertial subrange time scale) is selected when r21[Du,u(r)]

3/2 ≈
const, forming a plateau if possible (Pope 2000). The mean
advection of TKE cannot be directly calculated or estimated
and hence it is taken as the residual of the budget, which
implies that the unquantified pressure transport and cross-
stream turbulent advection, and any errors in the computa-
tions of the other terms, are also embedded in this estimate.
But we will interpret it as a mean advection since we expect
this to be the dominant term in the residual (later confirmed
by DNS).

The analysis focuses on the identified bursts during inter-
mittent/transitional periods (corresponding to all bursts in
regimes’ 1 and 2 periods in Fig. 3) where a one-to-one corre-
spondence is observed in Fig. 6 between the positive tenden-
cies and the dominant TKE term in Eq. (3). A magnitude
intercomparison analysis among the TKE terms reveals the
one most responsible for the rise in TKE during each turbu-
lent burst. Figure 6 is a summary of these dominant TKE bud-
get terms explaining the positive tendencies. The plotted bin-
averaged data in Figs. 6–9 and Fig. B1 are computed over half
decades (if and only if more than 20 points exist within a bin)
(Muschinski et al. 2004). At the first level, the top row of
Fig. 6 indicates that local mechanical shear production
explains 53% of the total bursts (Fig. 6b), streamwise TKE
advection by the mean flow contributes around 40% (Fig. 6c),

and 7% are attributed mainly to vertical turbulent transport
(Fig. 6a). Vertical and horizontal turbulent transport are plot-
ted separately to assess the contribution of each, but if the
two were combined, their sum would better track the one-
to-one line matching the tendency (not shown). The results
suggest, given the dominance of mean over turbulent advec-
tion, that even the advected turbulence bursts are most likely
associated with height-local, but upstream shear produced
turbulence.

Vertical turbulent transport becomes more substantial
(explaining 33% of the burst rises) at the higher sonic ane-
mometer level, as depicted in the bottom row of Fig. 6d, at
the expense of the mechanical shear production (Fig. 6e). The
latter decreases to 9%, while the streamwise TKE advection
by the mean flow increases to 58% (Fig. 6f). This crucial
increase in the contributions of transport mechanisms, either
by upward vertical turbulent transport (since we confirmed
that w′ . 0 for most of the bursting events at higher eleva-
tions) or by streamwise mean advection, indicates that the
source of turbulence is mostly at the surface (the shear gen-
eration that dominates for the lower levels). Some events of
local buoyant production were also noticed; these are likely
to be air parcels that were pushed too far from their equilib-
rium state and are being accelerated by buoyancy on their
return to their equilibrium level, converting turbulent
energy from potential to kinetic (Zilitinkevich and Esau
2007).

If one considers regime 3 solely (the fully turbulent periods,
see Fig. B1 in appendix B), streamwise TKE transport by the
turbulence field becomes notable, and stronger sometimes
than vertical turbulent transport at the lowest level. Gener-
ally, the turbulent transport mechanisms become almost as
important as mean flow advection of TKE (unlike the results
in regimes 1 and 2 that show a dominance of the latter); how-
ever, mechanical shear contribution is roughly invariant in
comparison with regimes 1 and 2. Similar statistical findings
were also established for the B09 data field campaign (not
shown).

As stated in the introduction, locally intermittent turbu-
lence in observations is usually attributed to a variety of exter-
nal disturbance mechanisms and mesoscale phenomena (Sun
et al. 2002, 2004; Banta et al. 2007; Cuxart et al. 2007). The
present observational results do not negate this possibility
since one cannot be certain of the origin of the bursts that are
advected horizontally past the sensor either by the mean flow
or by the perturbations. However, the decrease in the inten-
sity of turbulence and the increase in the role of upward verti-
cal transport with height, coupled with the preponderance of
locally shear generated bursts at lower levels, suggest that
mechanical shear production is itself sufficient for the mainte-
nance of intermittent turbulence under higher stability. Since
tower measurements are conducted at a fixed point, bursts
that are shown to be advected past the sensors could also
have been generated by mechanical shear locally upstream of
the tower. Therefore, the present results confirm that inter-
mittency is a phenomenon inherent to the stable ASL and
does not necessarily need any external triggering mechanisms
in agreement with other studies (Ansorge and Mellado 2014,
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2016). This will be confirmed by the DNS results presented
later. Furthermore, our findings support the hypothesized
one-dimensional model for intermittent turbulence in the sta-
ble ASL proposed by Costa et al. (2011), where bursting
events are shown to be generated by shear production near

the surface, and their upward propagation is mainly driven by
the turbulent transport term.

External triggers, such as LLJs, cannot be fully examined in
the available data because of the tower’s height restriction of
11.6 m or absence of needed instruments (e.g., fast pressure

FIG. 6. Bursts’ rise origins in regimes 1 and 2: (a)–(c) first level (0.5 m) and (d)–(f) eighth level (11.6 m). The solid black line is the one-
to-one line for reference. Data are from the B16 field campaign. Bin-averaged data are applied over half decades (if and only if more than
20 points exist within a bin).
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sensors). But their effect would be to alter the percentages in
the analyses above. The probability of LLJ playing a key role,
however, is not supported by these measurements for our
sites since downward TKE transport is uncommon. This is
consistent with the fact that the weak polar diurnal cycle is
expected to lead to weaker inertial oscillations and weaker
LLJs (though there are other mechanisms to trigger oscilla-
tions and LLJs; e.g., Du and Rotunno 2014; Momen and
Bou-Zeid 2016). Therefore, the physics governing intermit-
tency at these high latitudes sites seem to be mostly triggered
locally by internal turbulence mechanisms and bottom-up tur-
bulent events, unlike some previously investigated sites at
midlatitudes (e.g., CASES-1999).

c. The decay of the bursts

As suggested by Ansorge and Mellado (2014, 2016), surface
layer dynamics also control the relaminarization process.
Hence, the TKE budget equation is revisited again dynamically
across all bursts, but now considering the decay of turbulence,
i.e., from burst peak till burst decay. Figure 7 summarizes the
dominant TKE terms describing the negative tendencies
(y axis and x axis multiplied by 21 to plot on a log–log scale)
observed during the falling limbs. We find that relaminarization
is primarily controlled by dissipation and streamwise mean
advection of TKE, i.e., bursts advected onto the tower are
advected away. Turbulent transports, as well as global back-
scatter (negative shear production), explain the decay in some
events as well. Only few periods where buoyancy partially
(points significantly away from the one-to-one line) explains
the decay are observed, hinting at the indirect role of buoyancy

as a TKE sink in such flows as illustrated using DNS by Shah
and Bou-Zeid (2019). If one considers regime 3 solely (not
shown), the turbulent transport mechanisms become more
effective and important at the expense of dissipation.

d. TKE bursts investigation using DNS data

The origin of turbulent TKE bursts was also investigated
using DNS data. First, we computed all terms (without simpli-
fications) in the instantaneous TKE budget equation:
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The overbar in Eq. (5) denotes averages over x–y horizontal
planes (interpreted as Reynolds averages), and statistical
homogeneity holds in the x “streamwise” and y “cross-
stream” directions. Coriolis terms are identically zero in
kinetic energy equations since it is a conservative pseudoforce
that can only redistribute energy between the three compo-
nents (Stull 2008; Momen and Bou-Zeid 2016). Note that the
last term is the turbulence-mean stress gradient interaction
that is identically zero for the mean TKE budget, but it needs
to be retained for its instantaneous counterpart; it is however
found to be negligible for the case investigated here confirm-
ing our assumption for the observational data analysis.

To mimic as closely as possible the observational data analysis
over bursts, we average the instantaneous DNS budget terms

FIG. 7. Bursts’ decay physics in regimes 1 and 2: one-to-one reference (solid black line). Data from the first level (0.5 m) at B16.
Bin-averaged data are applied over half decades (if and only if more than 20 points exist within a bin).
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over events with at least three consecutive points of positive ten-
dencies depicting a burst rise. This mirrors the peak detection
that allowed us to delineate bursts in the observational data, but
was found more suitable for the DNS analysis since the data
records are short with fewer peaks. The analyses are applied to
time series at multiple randomly selected spatial points.

In the present DNS analyses, all terms can be quantified
without any modeling involved, including the pressure trans-
port and mean advection, and the numerics are sixth-order
accurate in the interior of the simulation domain. Therefore,
Taylor’s frozen turbulence hypothesis is not needed because
all spatial gradients could be computed. The averaged nondi-
mensional statistical metrics for these DNS time series are
[Iweak 5 0.056, CVe 5 0.68]. These metrics place the DNS
data near the interface between regimes 1 and 2, so these peri-
ods have intermittent and transitional features (weakly turbu-
lent mode, as shown in Fig. 3, right panel). Figure 8 is a
summary of the dominant TKE terms explaining the bursts
observed. The percentages of dominant terms are roughly
56% for the mean advection of instantaneous TKE and 9%
for mechanical shear, closely aligned with the higher-level sta-
tistics in the field data. While this may seem counterintuitive
since the DNS height of z1 5 50 is much smaller than the field
observational elevation in these inner coordinates, one should
note that the whole DNS domain for a statically neutral simu-
lation would have a height of z1 ≈ 870 for our setup. Thus, if
the inertial or log layer is 10% of that (extending to z1 ≈ 87),
then z1 5 50 is relatively high in the ASL, and more compa-
rable to our higher field level. Turbulent pressure transport
(which was not computable and thus neglected in the

experimental data analysis) accounted for 12% of the rise in
TKE, and turbulent transport mainly in the vertical accounted
23% (again comparable to the higher-level field data). Mean
advection is responsible for positive tendencies that may be
one order of magnitude larger than the contribution of
mechanical shear, as shown in Fig. 8. That is, strong bursts
cannot be generated locally; they would have to be generated
upstream and evolve and strengthen before reaching a sam-
pling location.

Overall, the DNS results concur favorably with the field
data (particularly the higher level), illustrating that commonly
observed difficulties in estimation of higher-order terms from
field data do not affect the broad conclusions we draw. The
main difference in the results between DNS and the upper
level of the field data is the detectable role of turbulent pres-
sure transport in the simulations. Most likely, this contribution
was comparable but not computable in the field data. How-
ever, given the sensitivity of the results to height, and the fact
that the observational and DNS heights do not match exactly
(despite being in the ASL), the exact quantitative differences
should be interpreted with caution. It is also possible that pres-
sure transport is more prominent in the DNS data due to the
lower Reynolds number, but we can only hypothesize this in
the present analysis given the available field data.

6. Flux modeling

a. Transport efficiency during bursting

The above analysis shows}in accordance with previous work
(Deusebio et al. 2015; Ansorge and Mellado 2016)}that a

FIG. 8. Bursts’ rise origins from the DNS instantaneous TKE at z1 5 50. One-to-one line is shown for reference (solid black line). Bin-
averaged data are applied over half decades (if and only if more than 20 points exist within a bin).

A L LOUCHE E T AL . 1181APRIL 2022

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 07/05/22 05:10 PM UTC



physics based model for turbulent mixing in such intermittently
turbulent flows cannot rely on bulk statistics but may require
conditional analysis (Antonia 1981). The burst detection
approach establishes a physically meaningful partitioning of the
flow periods, such that a turbulent transport efficiency for burst-
ing periods can be estimated. A relative turbulent transport effi-
ciency (hF

tur) for any instantaneous turbulent flux quantity F

(e.g., heat or momentum) can be estimated as the flux averaged
over bursts normalized by the flux over the whole 15-min period,
that is hF

tur 5
︹
F =F, where the angled hat denotes averaging

over all bursting subperiods ︹Dttur within a 15-min period. The
conditionally averaged flux during bursts is computed as

︹
F 5

∑
p

BFp=
∑
p

B, (6)

where the summation is over all instantaneous points p, and
the conditional indicator is B 5 1 if {p ∈ bursting period} and
B5 0 otherwise (Antonia 1981).

When computed, these relative efficiencies have the same
order of magnitude across all regimes. This efficiency is also
found to be about 4 times larger than the transport efficiencies
during laminarizing subperiods (computed in the same way
but with the conditional indicator L 5 0 if {p ∈ bursting
period} and L5 1 otherwise; that is L5 !B, where ! is the log-
ical NOT operator). This further corroborates the main find-
ings of Ansorge and Mellado (2016), who concluded that the
properties and scaling of fully turbulent patches under
strongly stable intermittent regimes are comparable to those
under mildly stable regimes, but it is rather the size/frequency
of the turbulent fraction that changes.

b. Flux modeling and mixing length scale identification

With this distinction between transport efficiency during
turbulent and laminarizing subperiods, we turn our attention
to the modeling of the fluxes averaged over 15-min periods
in the three regimes (with a focus on the intermittent and
transitional ones). In this part, we formulate the model using
the conventional atmospheric sciences coordinate system
used in the previous sections to analyze sonic anemometer
data: x and u are in the streamwise direction along the wind,
y and y in the cross-stream direction, and z and w in the verti-
cal direction, oriented opposite to gravity. In appendix C, we
provide the closure formulations in a Galilean-invariant form
in generalized coordinates.

Tracking the kinematic fluxes (of momentum and heat) of
all detected bursts, averaged over the lifetime of the burst,
suggests a strong correlation with vertical velocity variance
w′2 5 s2

w (not shown). In addition, the relatively high value of
hF
tur ≈ 1:28 confirms that the bursts are the major contributor

to the fluxes for regimes 1 and 2; the less turbulent or laminar
events have a smaller efficiency hF

lam ≈ 0:34. Therefore, bursts
dominate vertical transport and they enhance flux efficiency,
on average, by a factor of 3.76 (51.28/0.34). In developing a
closure model, the commonly used eddy diffusion representa-
tion for fluxes is first examined using

u′w′ 52Km
U
z

, (7a)

w′T′
y 52Kh

T y

z
, (7b)

where the eddy diffusivities are defined using the standard
deviation of the vertical velocity:

Km 5 swLm, (8a)

Kh 5 swLh: (8b)

This representation is in keeping with Lagrangian structure
function analysis, where Km 5 2s2

wtL (Taylor 1922) and tL is
related to a Lagrangian time scale. Another advantage of this
representation is that it ensures a positive definite eddy diffu-
sivity, while turbulent diffusivity representations based on
Prandtl’s mixing length hypothesis (i.e., L2

mU=z) do not, a
result known all too well in canopy flows that experience a
secondary maximum (Shaw 1977).

Since turbulent fluxes are dominated by the larger eddies,
the mixing length scales Lm and Lh should capture these inte-
gral scales. Therefore, the mixing length scales are defined as
hyperbolic averages of two scales that are competing to limit
the size of the largest eddies, so that the smaller limiting
length scale has a stronger impact on the outcome [Eq. (9c)
below]. For momentum, after empirical evaluation of a wide
range of plausible length scales that were used in previous lit-
erature, Lm1 [w-variance based shear length scale, Eq. (9a)]
and Lm2 [the classic shear length scale, Eq. (9b); Stull 2008]
are found to yield the best flux results:

Lm1 5 1 2 am( )sw
U
z

( )21

, (9a)

Lm2 5 amU
U
z

( )21

, (9b)

Lm 5
1

Lm1
1

1
Lm2

( )21

: (9c)

All variables in Eqs. (9a) and (9b) are time averaged over the
15-min duration of each period, and thus no distinct averages
over the quasi-laminar phase and the fully turbulent phase
are invoked. The am is an empirical constant that reflects the
fraction of the time each of the two length scales dominates,
tuned empirically to am 5 0.35 to provide the best match to
field data for B09, and kept the same for B16 for blind testing.
This weighing scheme is analogous to what was derived for
canopy flows where momentum transport was dominated by
Kelvin–Helmholtz instabilities and attached eddies (Poggi
et al. 2004). It is also consistent with the observations of Sun
et al. (2012), who found that the turbulence strength in the
weakly turbulent regime is correlated with the local shear
U=z, which is the inverse of the turbulent time scale of both
length scales proposed above. This may suggest that locally
generated weak eddies do not interact strongly with the Earth
surface, a regime often called the “decoupled boundary layer”
(Acevedo and Fitzjarrald 2003; Mahrt and Vickers 2006). We
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should also point out that U in Eq. (9b) represents the
momentum deficit at height z relative to the surface [i.e., the
bulk shear DU 5U z( )2U z0( )5U z( )].

We further observe that for periods in the weakly turbulent
mode, i.e., regime 1, Lm1 is dominant over (smaller than) Lm2,
which implies that momentum fluxes in Eq. (7a) recover a
variance model (no longer an eddy diffusion model) of the
form

u′w′ 52 1 2 am( )s2
w: (10a)

This model indicates that local fluxes are not linked to the sur-
face and to bulk shear, agreeing with the findings of Williams
et al. (2017), who observed in wind tunnel measurements of
an SBL that strong stability is associated with a decoupling of
the turbulence state from wall stress. On the other hand, tur-
bulence generation in the transitional turbulent mode (i.e.,
regime 2) is mainly attributed to the bulk shear U=z. There-
fore, for moderate turbulence and closer to the ground, both
local and bulk shear are important as pointed out by Sun et al.
(2012), and the momentum fluxes in Eq. (7a) recover a bulk
model that depends on the mean flow velocity U :

u′w′ 52amswU : (10b)

Both flux expressions are properly defined even in the limit
U=z→ 0, where the mixing length scales →‘. Therefore,
the flux expressions are used directly in the calculations (with-
out the need to compute the length scales explicitly).

Similarly for the mixing length scales for heat, we found
that Lh is best expressed as the hyperbolic average of Lh1

[Eq. (11a)], also known as the Ellison length scale (Ellison
1957), and Lh2, the buoyancy length scale given in Eq. (11b)
(Stull 1973; Zeman and Tennekes 1977). Noting that Lh1 can
be reformulated in terms of the Brunt–Väisälä frequency

NBV 5 gTy
21
T y=z

( )1=2
and the turbulent potential energy

2TPE5 gTy
21

T y=z
( )21

s2
Ty

. 0 (Zilitinkevich et al. 2013),

these length scales are given by

Lh1 5 ahsTy
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, (11a)

Lh2 5 1 2 ah( ) sw
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, (11b)

Lh 5
1

Lh1
1

1
Lh2

( )21

: (11c)

The turbulent time scale in both expressions is the inverse of
the Brunt–Väisälä frequency. The Lh1 formulation agrees
with the findings from Sun et al. (2012), who showed the kine-
matic heat flux normalized by the friction velocity, repre-
sented by u* 5 w′T′

y=u*, is linearly correlated with
temperature fluctuations sTy

at each level in the weakly tur-
bulent mode, as turbulence is building up (regime 1). As for
Lh2, it physically encodes the buoyant force experienced by a
parcel of air displaced from its equilibrium at a given

stratification strength T y=z. It thus characterizes the restor-
ing force that is damping turbulence, and dominates the
hyperbolic average in regimes 2 and 3. Also, since
sw ∼ �������

TKE
√

, the two length scales represent the TKE (Lh2)
versus TPE (Lh1) dominated regimes. In fact, Lh2 emerges
naturally from the kinematic heat flux evolution budget
equation as an indicator of the relative magnitudes of the
gradient production and buoyant destruction terms (see
appendix D).

When inserted into the flux model, the Ellison Lh1 and
buoyancy Lh2 length scales result in the following kinematic
heat flux models, respectively [again notice that the resulting
models for all regimes are no longer eddy diffusion type
closures as indicated by Eqs. (12), and notice that the fluxes
for moderate turbulent cases, regimes 2 and 3, scale as

T y=z
( )1=2

; Eq. (12b)] [if one expands the dependence of

TPE on T y=z, Eq. (12a) suggests no flux dependence on
that temperature gradient]:
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:

(12b)

Both expressions are properly defined if used directly (with-
out computing the mixing length scale first) even in the neu-
tral limit of Ty=z→ 0, where they both yield zero heat
fluxes as expected (but Ty=z must be positive, i.e., a stable
regime). We note that the TPE is expected to also be zero in
that limit, despite the fact that it contains Ty=z in its
denominator, since the variance in the numerator should also
go to zero faster (no TPE can be stored in a field with no tem-
perature gradients).

The empirical constant ah, determined based on the B09
data and tested unchanged for the B16 data, was found to be
ah 5 am 5 0.35, the same value for the corresponding
momentum model. Another interpretation of am that follows
from Eq. (10b) and the definition of the correlation coefficient
of the horizontal and vertical velocity perturbations, Ruw, is
that am 52Ruw su=U

( )
, implying that it is the result of the

interplay between horizontal turbulence intensity and its cor-
relation with vertical turbulence. Similarly, Eq. (12a) yields
ah 52RTyw, the temperature–vertical velocity correlation
coefficient. Given that horizontal turbulence intensity,
Iu 5 su=U , is almost certainly ,1 under stable conditions,
this interpretation imposes the constraint that both coeffi-
cients must have a magnitude , 1 and provides a direct way
of measuring them from observations. Furthermore, the simi-
larity of the empirical values of the momentum and heat con-
stants, as well as the fact that in the complementary Eqs.
(10a) and (12b) the coefficients that we adopt are (1 2 am)
and (1 2 ah), respectively, suggest that these coefficients also
reflect the probabilities of turbulence residing in the different
regimes.
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c. Performance of the revised flux model and
implementation challenges

The proposed model is now tested using all statically stable
periods from B09 and B16 across all regimes, and the plots
depict a strong correlation between the modeled 15-min kine-
matic fluxes and the observed ones (Fig. 9). The proposed
model occasionally overpredicts the fluxes of the transitional
and fully turbulent regimes when they are weak, but its per-
formance is much improved relative to MOST. For heat flux,
the new model attains a correlation coefficient of 0.61 with
observations compared to 0.0047 for MOST, while for
momentum fluxes, our model’s correlation is 0.94 compared
to 0.49 for MOST. Note that MOST requires the measured
fluxes to compute the stability corrections and parameterize
the fluxes in the present observational analysis, while the pro-
posed model only requires variances and gradients, and thus
its parameterized fluxes are not themselves required as input.

MOST has limitations under the stable regime that are cor-
roborated by the analysis here, and the model proposed in
Eqs. (10a), (10b), (12a), and (12b) suggests that mixing and
fluxes are dominated by vertical turbulence intensity and the
bulk velocity (momentum) or bulk static stability (heat) in the
moderately turbulent periods, and by local fluctuations in
the weakly turbulent periods. Thus, fluxes are not strongly
dependent on some externally imposed local vertical gra-
dients as assumed in MOST, but rather, our findings indicate
that local gradients are internal variables that shape and are
shaped by the turbulence regime and are implicitly accounted
for in the expressions of the proposed model. This agrees with
Sun et al. (2012), who reported that when the mean wind
exceeds a threshold value, i.e., in the moderate turbulent
mode (regime 2), large eddies generated by the bulk shear
enhance mixing and reduce stratification, T y=z, leading to a
limit on heat fluxes. This explains why heat fluxes in the fully

turbulent regime, that scale as T y=z
( )1=2

, can be as small as

intermittent period heat fluxes (illustrated in Fig. 9).
The variances of the vertical velocity and temperature are the

only higher-order statistics needed to model the eddy diffusivity

coefficients and fluxes at all model levels away from the surface
(mean wind and temperature are also needed). Hence, current
NWP models with 1.5- or second-order turbulence closure tech-
niques can use the present formulations, under stable conditions,
if they solve the budgets for s2

w and s2
Ty

(Mellor and Yamada
1982; Wichmann and Schaller 1986), to which other related budg-
ets, such as the TKE and velocity variance dissipation budgets,
can be added. The challenge of formulating surface fluxes at the
first model plane above the surface however remains. MOST is
almost universally used to compute these surface–air exchanges
along with surface roughness lengths, but given its limitation
shown here a better alternative is needed. Such an alternative
might rely on the present findings, but it needs to explicitly
account for surface properties, such as temperature and rough-
ness lengths, to be of practical use in geophysical models.

Another challenge for developing closure models based on
the present results is related to the coarse vertical resolution of
geophysical models. Our analyses show that intermittent turbu-
lence activity can be drastically different across the limited
tower height (∼10 m), but all of these elevations will correspond
to one grid cell in weather or climate models. The question of
how to provide effective vertical averages over such grids, and
how to link them to the surface to compute air–surface
exchanges (Bou-Zeid et al. 2020), remains an open one. These
endeavors, however, must await future investigations.

7. Conclusions

This paper was motivated by three questions related to
intermittent turbulence in stable boundary layers, and com-
bined analyses of turbulence data obtained from two field
experiments in Utqiaġvik, Alaska, and from direct numerical
simulations to seek their answers.

The first question was, “What nondimensional statistical indi-
cators could be used to detect and characterize intermittency?”
In section 3, we proposed two such nondimensional indicators
and demonstrated that they can effectively identify intermittent
periods. The first parameter, Iweak, measures turbulence inten-
sity expressed as the first quartile of 10-s box-averaged TKE; it

FIG. 9. (a) Momentum flux model and (b) heat flux model evaluation. One-to-one line is shown as a reference (solid
black line). Data from both the B09 (1.8 m) and B16 (0.5 m) field campaigns. MOST fluxes are computed using the
Businger–Dyer relations (Businger et al. 1971). Bin-averaged data are applied over half decades (if and only if more
than 20 points exist within a bin).
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characterizes the weakest turbulence subperiods. The second
parameter, CVe, measures the corresponding standard devia-
tion of TKE, and captures the variability in turbulence activity
within the period. Together, these two indicators can distinguish
the fully turbulent regimes from the more quiescent ones
(though no clearly delineated clusters emerge). They also pro-
vide measures for the variability and intensity of the turbulent
bursts within the quiescent periods. This result allowed further
classification of the quiescent periods into intermittent (where
some periods are quasi laminar) and transitional (strong vari-
ability in turbulence intensity, but no quasi laminarization). A
striking feature of the flow structures in the intermittent periods
was their confinement to the lowest air layers, which were effec-
tively decoupled from the flow aloft.

Then, in sections 4 and 5, “What are the origins of the turbu-
lent bursts that enhance mixing and transport under intermittent
and transitional regimes?” was explored. This was done using a
novel approach of averaging over individual TKE bursts, which
were shown to be primarily advected by the mean horizontal
wind onto the measurement point, locally generated by mechani-
cal shear production, or lifted from below by turbulent transport.
Our findings suggest that even the advected turbulence bursts
are most likely associated with height-local but upstream shear
produced turbulence. Turbulence intensity and shear generation
were found to decrease with height, while the role of upward
vertical transport of turbulence as a source of bursting increased.
We augmented this analysis with a similar investigation based on
DNS data, which broadly confirmed the field analysis conclu-
sions, but also suggested that turbulent pressure transport can
play a role in explaining the bursts. Such findings, corroborated
by both field data and DNS, confirm the view that bursting
events in the stable boundary layer can be triggered by internal
mechanisms (bottom-up), but does preclude a simultaneous
important role for external triggers. The dominance of internal
mechanisms documented here may be a distinct feature of stable
ASLs at high latitudes where the diurnal cycles (and hence the
LLJs resulting from inertial oscillations) are weaker. The find-
ings may need to be confirmed at locations with more complex
topographies that can trigger stronger wave activity, or at midlat-
itude sites where the LLJ activity and surface heterogeneity may
be stronger. Another informative analysis that can build on the
present findings would be to analyze the TKE bursts in a
Lagrangian framework (here we only used Eulerian analyses)
that follows each burst to examine its early genesis and how it
strengthens to peak shear production and decays afterward. This
is of course only possible using numerical simulations.

Finally, section 6 focused on “How can vertical fluxes
across all regimes of stratified turbulence be modeled in a
framework commensurate with complexity to existing closure
schemes?” Given that conditional analysis of the bursting
periods revealed that the transport efficiency is significantly
increased relative to the more quiescent periods in the inter-
mittent regime, we sought vertical flux models that give due
account to the physical features of the bursts that we eluci-
dated before. An eddy diffusion model was proposed and
then examined for all regimes with a focus on intermittent
and transitional regimes. However, with many mixing length
scales tested, the scales found to provide the highest skill in

recovering the measured fluxes convert the model to either a
variance or a bulk form. The turbulence closure proposed
here is based on the vertical velocity variance, which is found
to have the best correlation with the fluxes. The mixing length
for momentum is then formed as the hyperbolic average of a
w-variance modified shear length scale (Lm1) and the classic
shear length scale (Lm2), which dominate, respectively, in
regimes 1 and 2. Similarly, the mixing length scale for heat is
the hyperbolic average of the Ellison length scale (Lh1) that
depends on the turbulent potential energy and the buoyancy
length scale (Lh2) that relies on the vertical turbulence kinetic
energy, i.e., the vertical velocity variance, found to be domi-
nant, respectively, in regimes 1 and 2. These length scales
have been proposed previously in the literature, but in this
work we offer novel insight and hyperbolic combinations that
elucidate the physical processes at play. In addition, the
resulting model outperforms MOST significantly, the latter
failing to capture the fluxes under stable intermittent regimes,
as has been known for quite some time now.

Overall, the findings outline a methodological approach of
how to detect intermittency, how turbulent bursts are initi-
ated, and what that detection implies for closure modeling.
The methods developed may be as important as the findings,
and they can be adopted to investigate intermittency in other
flows, locations, and terrain types. Similarly, the new closure
model can provide a basis for enhancing turbulence parame-
terizations for coarser atmospheric models. These models
show sensitivity to the parameterized fluxes under stable con-
ditions (Holtslag et al. 2013), and this remains a significant
source of bias in weather forecasting and climate projections.
Our findings suggest that there are complex features of the
stable ABL that are absent from existing turbulence parame-
terizations (e.g., MOST) and thus a revision of these is over-
due, but much work remains needed to translate new closures
into effective operational parameterizations at the resolution
of weather and climate models.
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the turbulence data at Utqiaġvik, Alaska, during 2016. We
also thank Ralf Staebler from Environment and Climate
Change Canada, Toronto, Canada, who (working with
J.D.F.) obtained the OASIS 2009 air turbulence data. The
DNS Computing time was provided by the Jülich Super-
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APPENDIX A

Movies

A pseudocolor plot movie from the B16 tower data at all
levels depicting the vertical velocity perturbations and the
kinematic heat flux was generated. Three periods where the
sonic times series at most heights fell within one regime are
selected. We produce x–z vertical slices by invoking Taylor’s
frozen field hypothesis at each height (with its own mean
velocity) and locating the tower in the middle of the result-
ing domain (https://www.dropbox.com/sh/jzh1hwijsmskrqe/
AACr5jyCKkK6vEkO0mD7ewYia?dl=0).

APPENDIX B

Bursts of TKE Investigation in Regime 3
(Fully Turbulent)

The analysis focuses here on the identified bursts during
fully turbulent periods (regime 3) where a good one-to-one
correspondence is observed between the positive tendencies
and the largest/dominant TKE term in Eq. (3) (Fig. B1).
Similarly, a magnitude intercomparison analysis among the
TKE terms reveals the one most responsible for the rise in
TKE during each turbulent burst. Figure B1 is a summary
of these dominant TKE budget terms explaining the posi-
tive tendencies (corresponding to all burst in all periods in
Fig. 3 in the fully turbulent regime). In addition to mean
flow advection and shear production, streamwise TKE
transport by the turbulence is now significant and compara-
ble to vertical turbulent transport. One can also note here
that mechanical shear production and mean advection are
often much stronger than the corresponding observed ten-
dency in very strong events, which suggests that this gener-
ated or advected TKE is partitioned between amplified ten-
dency and transport away or dissipation of TKE.

APPENDIX C

Generalized Closure Formulation

Here we formulate the closure model of section 5 in a
Galilean-invariant form, applicable in arbitrary coordinate

systems. We continue to assume that the flow is homoge-
neous in a plane parallel to the Earth surface, where the
velocities u and y are in directions x and y, respectively. In
the wall-normal direction z, the velocity is w. The wall-
normal fluxes of wall-parallel momentum components and
heat, invoking the Boussinesq analogy (Momen and Bou-Zeid
2016), are then given by

u′w′ 52Km
U
z

; y′w′ 52Km
V
z

, (C1)

w′T′
y 52Kh

T y

z
, (C2)

and the diffusivities are formulated as in Eq. (8)

Km 5 swLm, (C3)

Kh 5 swLh: (C4)

The mixing lengths are then give in terms of the wall-nor-

mal gradient of the wall-parallel wind speed M 5
������������
U

2
1 V

2
√

and the bulk velocity difference between the air and the
surface DM 5M z( )2M z0( ) :

Lm1 5 1 2 am( )sw
M
z

∣∣∣∣∣
∣∣∣∣∣
21

, (C5)

Lm2 5 am DM
∣∣ ∣∣ M

z

∣∣∣∣∣
∣∣∣∣∣
21

, (C6)

Lm 5
1

Lm1
1

1
Lm2

( )21

: (C7)

This mixing length model requires am # 1. The resulting
stress models with Lm1 and Lm2 are therefore given, respec-
tively, by

u′w′ 52 1 2 am( )s2
w

U=z

M=z
∣∣ ∣∣ ;

y′w′ 52 1 2 am( )s2
w

V=z

M=z
∣∣ ∣∣ ,

(C8)

u′w′ 52amsw DM
∣∣ ∣∣ U=z

M=z
∣∣ ∣∣ ;

y′w′ 52amsw DM
∣∣ ∣∣ V=z

M=z
∣∣ ∣∣ :

(C9)

For heat, we allow the wall-normal direction not to coin-
cide with the gravity vector; however, we caution against
the direct use of the model for katabatic flows since we spe-
cifically excluded them from our analysis and since they
might involve dynamics that are not captured by this clo-
sure model. The Brunt–Väisälä frequency is thus written as

NBV 5 2giTy
21
T y=xi

( )1=2
, where i 5 1, 2, 3 refers to any

of the three coordinate directions and index repetition
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implies summation. The gravitational acceleration vector gi
is expressed in the arbitrary coordinate system [in the sys-
tem used in the main text it would be (0, 0, 29.81) m2 s21].
The value of NBV must always remain positive for the strat-
ification to remain stable (within our model’s scope). We
also maintain the assumption of planar homogeneity (x and
y gradients of temperature are zero) implying that

NBV 5 2g3Ty
21
T y=z

( )1=2
. The heat mixing lengths are

then given by

Lh1 5 ahsTy

T y

z

∣∣∣∣∣
∣∣∣∣∣
21

, (C10)

Lh2 5 1 2 ah( ) sw

NBV
, (C11)

Lh 5
1

Lh1
1

1
Lh2

( )21

, (C12)

resulting in the heat fluxes

w′T′
y 52ahswsTy

T y=z

T y=z
∣∣ ∣∣ , (C13)

w′T′
y 52 1 2 ah( ) s2

w

NBV

T y

z
: (C14)

In a numerical implementation of the model, and if the
mixing lengths are to be used directly, the formulation of
(C7) and (C12) should be modified to add a third minimum
mixing length to prevent model instability in the limit of
U=z→ 0 (as done, for example, in Huang et al. 2013).

APPENDIX D

Linking Lh2 to the Heat Flux Budget Equation

A scaling analysis for the relative magnitudes of the gradi-
ent production and buoyant destruction terms in the kine-
matic heat flux evolution budget equation is provided below,
elucidating the links of Lh2 to this budget. We note that the
pressure redistribution (or scrambling) term is often on the
same order as these two terms in the budget (Shah and Bou-
Zeid 2014). So Lh2 may be encoding the imbalance, rather
than the balance, between gradient production and buoyant
destruction; an imbalance that then has to be closed by pres-
sure redistribution. Indeed, this imbalance expressed as the
ratio between the heat flux buoyant and gradient terms,
while not strictly ≈1, was shown by Acevedo et al. (2016) to
be the best descriptor of the SBL regime, among the many
dimensionless numbers they tested. Physically, this imbalance
represents the fraction of the gradient production of down-
ward heat flux in the stable ABL that is compensated for by
the (smaller on average) buoyant generation of upward,
counter gradient heat flux:

FIG. B1. Bursts’ rise origins in regime 3. One-to-one reference (solid black line). Data from the first level (0.5 m) at B16. Bin-averaged
data are applied over half decades (if and only if more than 20 points exist within a bin).
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2w′2 T y

z
1 T′2

y

g

Ty

5 0

⇒ T′2
y 5 w′2 T y

z
Ty

g
∼ L2

h2
T y

z

( )2

⇒ L2
h2 ∼ s2

w
T y

z

( )21
Ty

g

⇒ Lh2 ∼ sw
T y

z

( )21
Ty

g

[ ]1=2
5
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